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ABSTRACT

In recent years, by the improvement of the data acquisition
technology and the development of storage, it has become
greatly easier than before to collect lifelog that is to record
the person’s behavior as digital data. As a result, various
lifelog analysis applications have been developed that offer
the user profitable information such as person’s action his-
tories with an analysis of collected data by sensor terminals,
video cameras, and so on.

However, in these lifelog analysis applications, the quality
of the data that was collected from the sensor terminals
and inputted to the application was not discussed in detail.
Therefore, in this paper, we have focused on the quality of
video image data and the acceleration data of objects. As
a representative lifelog analysis application, we have chosen
an application which verbalizes person’s behavior from the
data, and shown the influence of the quality of input data
on the execution result of the application by a quantitative
index.

An evaluation framework is proposed for the discussion
of a correlation between input data and execution results
of the application. As data processing methods, Bayesian
Classifier and HMM are employed in this paper. With vari-
ous conditions, it has been clarified how the quality of input
data affects the result of the lifelog analysis application.

Categories and Subject Descriptors

H.1.2 [Information Systems]: User/Machine Systems—
Human information processing
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1. INTRODUCTION

In recent years, with a rapid improvement of devices hav-
ing various sensors that becomes smaller and increased per-
formance, including network cameras and smart phones which
can record video image, motion-sensor data, and GPS data,
it has become technically easier to collect real-world data.
In terms of the accumulation of data, with increasing ca-
pacity of storage devices as well as the storage services on
the Internet, we can store, share, and search large amount
of data for free or very low cost.

A large amount of the recorded data, such as the record
of human activities and health conditions, would be use-
ful information for users when the data is applied to various
kinds of data analysis processes. One of a representative sys-
tem that performs such an analysis process is called lifelog
analysis application”. Because of the development of data
collection technologies and storage in recent years, a vari-
ety of lifelog analysis applications have been developed. For
example, as shown in the related research works described
later in this paper, there have been various applications that
evaluate lifelog data in terms of the amount, enhance view-
ing of the data, and so on. However, in those applications,
the quality of lifelog data has not been discussed in detail.

There are a lot of types of lifelog data, and its quality
also varies widely depending on the conditions. Although
it has become easier to accumulate lifelog data, we have no
idea what extent of quality and what volumes of data should
be collected for these applications. Thus, it is important to
clarify this problem for the use of lifelog.

The purpose of this study is to evaluate the influence
caused by the quality of input data to lifelog analysis ap-
plications with quantitative indicators. In other words, as
shown in Figure 1, we suppose a typical lifelog analysis ap-
plication of which the input data is video image and accel-
eration data of objects collected from a sensor space, and it
provides users the result of analysis by applying some the-
oretical data processing to the input data. The data qual-
ity evaluation experiments have been executed to know how
the difference of input data quality results in the output of
the application. For example, while only a small number of
frame drops or little noise will hardly influence the result of
the lifelog analysis application, if there are a lot of dropped
frames or noise, the application would not be able to output
the correct results. Therefore, it is important to clarify the
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quantitative indicators to show which level of data quality
is required for the application to work correctly.

In this paper, two kinds of results from experiments that
evaluate input data quality are shown. One of them is the
relationship between the deterioration of input data quality
and the correct answer rate of the application, and the other
is the minimum quality of input data needed for the appli-
cation to output the correct result. As the data processing
method, two methods have been implemented and applied
in these experiments, that is Bayesian Classifier and Hidden
Markov Model (HMM) to compare their differences.

The remainder of this paper is organized as follows. The
lifelog analysis application for evaluation experiments is de-
scribed in Section 2, and an evaluation method is proposed
in Section 3. The quality of input data for the application is
described in Section 4, and the results of evaluation exper-
iments are shown and discussed in Section 5. The related
works are introduced and the position of this study is clar-
ified in Section 6, and this paper is concluded in Section
7.

2. LIFELOG ANALYSIS APPLICATION
THAT VERBALIZES HUMAN ACTIVITY

2.1 Behavior of verbalization application

In the evaluation experiments of this study, a lifelog anal-
ysis application that verbalizes human activity[1] has been
used. This application is called ’verbalization application’
in the rest of this paper. We have improved the application
introduced in [1], and it works as follows:

This verbalization application describes human activity
performed in the recorded data in natural language. As
shown in the Figure 2, the input data of the verbalization
application is video image data taken by two cameras set up
in two different angles in the room, as well as acceleration
data taken by the SunSPOT|2] attached to moving objects
like door or chair in the room. When the verbalization ap-
plication receives the input data, video image data from two
cameras and the acceleration data, they are synchronized
based on time and called as Nodel (video data from cam-
eral), Node2 (video data from camera2), and Node3 (accel-
eration data), respectively. These nodes are processed with
either Bayesian Classifier or HMM, and the verbalization
application outputs verbalized expression and provides the
information for users only when the predefined conditions
are met.
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Figure 2: Execution environment of verbalization
application
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Figure 3: Behavior of verbalization application

The output of the verbalization application is the verbal-
ized expression of human activity. For example, as shown in
the Figure 3, if video images and acceleration data of human
activity ’open the door of the room’ are put into the applica-
tion, a verbalized expression ’Opened the door of the room’
is kept to be outputted as a result of the analysis while the
human is opening the door in the recorded video.

We have chosen Bayesian Classifier and HMM to process
the input data because these two methods are typical prob-
abilistic models and their behavior is different with each
other. Therefore, we can compare the results of Bayesian
Classifier and HMM so as to prove the results are reliable if
the both results are similar.

2.2 Development environment

In our experiments, verbalization application has been
developed with Microsoft Visual C++ 2008 Express Edi-
tion, and image processing of video frame has been exe-
cuted with OpenCV library[3]. Network camera for taking
video is Panasonic BB-HCM715(130 megapixels, wired or
wireless LAN)[4], acceleration data has been collected with
SunSPOT[2].

3. PROPOSAL OF EVALUATION METHOD
AND OVERVIEW OF ITS FRAMEWORK
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Figure 4: Framework for data quality evaluation
(left:Bayesian Classifier model, right:HMM)

3.1 Division of the process of verbalization ap-
plication

The process of verbalization application is divided into
three layers, which consists of 'data collection layer’, ’data
processing layer’ and ’infomation analysis layer’ as shown
in Figure 4. We call this 'data quality evaluation frame-
work’ and have experimented data quality evaluation with
this framework.

Data collection layer is the input part of sensor data used
for analysis, data processing layer is the part of theoretical
analysis process with data per nodes given from data collec-
tion layer, and information analysis layer is the output part
of the analyzed result given from data processing layer.

In this paper, two kinds of different methods, that is
Bayesian Classifier model and HMM, have been modeled
in the data processing layer. We have compared and eval-
uated the influence of input data quality deterioration to
the behavior of the application when verbalization has been
performed through two different logical processes.

3.2 Data collection layer

The process of each layer of the data quality evaluation
framework on our experiment will be described in section3.2,
section3.3, section3.4. To begin with, data collection layer is
the input part of video image data recorded by the network
cameras and acceleration data collected by SunSPOT.

In the video data processing, the contours of the difference
between the current image frame and the previous image
frame for each frame are extracted (the red line shown in
Figure 3), and a center of gravity of the portion surrounded
by the contours (the blue point shown in Figure 3) is sought.
The contours are supposed to be moving object that is a
human, and the center of gravity is center of the human.
The number of overlapping of the center of the human and
an object (door, chair, and so on) is counted, and if the count
exceeds a pre-defined threshold, Bitl and Bit2 are marked
which are bits for two network cameras. For the acceleration
data processing, Bit3 is marked when the variation of z, y, z-
axis acceleration collected each time exceeds a pre-defined
threshold.

These three bits information is given to data processing
layer.

3.3 Data processing layer

For data processing layer, two different logical processing
methods of Bayesian Classifier model and HMM have been
applied (Figure 5), and compared the effects of input data
quality deterioration for the verbalization application when
the input data was processed through two different process-
ing methods.
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Figure 5: Examples of data processing layer in the
data quality evaluation framework
(left:Bayesian Classifier model, right:HMM)

First, Bayesian Classifier is a probabilistic inference model
which describes causal relationship with conditional proba-
bility table (CPT) and predicts the cause from results. In
the example shown in the left of Figure 5, CPT of a chance
of testing positive (7;) for the disease (D;) is known and
given. When we have the testing result (7;) and want to
know which disease (D;) caused the result, we can predict
the most plausible cause, that is, disease by getting D; which
maximizes the formula. At modeling of verbalization appli-
cation in this research, ’human activity’ means the cause
and ’reaction of network cameras and SunSPOT’ means the
result. Details will be discussed later.

Next, HMM is a probabilistic model to estimate the sys-
tem’s internal state transitions based on Markov process
from probability distribution of symbols according to each
state. In the example of the right of Figure 5, only the tran-
sition probability of weather (rainy, sunny) is known and
the occurrence probability of raining or sunny is unknown
(that is Hidden). In addition, the probability distribution of
three kinds of activities (walk, shop, clean) of a human dur-
ing each weather is also given. In this case, we can predict
the transition path of change of the weather from observed
activity of people. This optimal path is called "Viterbi path’
and we have used the pattern of viterbi path to judge in the
verbalization application. Details will be discussed later.

In the case of Bayesian Classifier model, it processes data
per each frame, while in HMM, on the other hand, time
series is important.

3.4 Modeling of verbalization application in
the information analysis layer

3.4.1 Information analysis based on Bayesian Clas-
sifier
First, the modeling of verbalization application in the
information analysis layer with Bayesian Classifier is de-
scribed, as shown in Figure 6.

Three bits information of two network cameras and SunSPOT

given from data collection layer are R1, Rz, R3, respectively.
In the modeling of verbalization application, Ri, Rz, R3 are
the result nodes and they are reaction of two network cam-
eras and SunSPOT, respectively. A; is the cause node and
it means activities of people and more than one activities
can be defined.

For example, when the following three actions are dealt
with;
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e A, : people open the door
e A, : people wipe the desk
e Ajs : people sit on the chair

the most plausible cause is determined by finding A; to max-

imize the formula below.
P(A;,))P A;
AR Ry) = (Ai) P(Ry, Ry, R3|4;)
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Next, the modeling of verbalization application and in-
formation analysis layer with HMM is described as shown
in Figure 7. The following two kinds, total four states are
defined and each states is labeled, and only transition prob-
ability between labels are known.

o A : Acceleration terminal SunSPOT reacts

e D, : Distance between the center of a human and areas
of pre-defined objects (D1 < D2 < D3)

The output symbol for each state is the image frame of video
data. When a pattern of the optimal viterbi path is obtained
from each output image frame in chronological order, as the
red line shown in Figure 7, if the distance between the human
and the defined object becomes closer (D3 => D2 => D1),
stays there for a definite period of time(D; => D1), and
Acceleration terminal SunSPOT reacts(D; => A), then the
system notices the human has performed some activities and
outputs its verbalization. Note that patterns of the optimal
viterbi path have been obtained by training more than one
video data.
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Figure 8: Obtained number of frames (the number
of data per time) of video data and acceleration data

4. INPUT DATA QUALITY

The system of the verbalization application have been de-
scribed, and the data quality evaluation experiments will be
described in this section. In the case of input data qual-
ity evaluation experiments in this paper, the following two
kinds of data qualities are evaluated:

e 'Number of frames (the number of data per time)’ of
video data and acceleration data
(described in section 4.1)

e 'Image quality’ of video data
(described in section 4.2)

4.1 Quality of obtained number of frames

As the quality of ’obtained number of frames (the number
of data per time)’, the quality of video data and accelera-
tion data, which is two kinds of input data of verbalization
application, is divided into 10 steps respectively, as shown
in Figure 8.

For the video data, the quality is divided into 10 steps
from 10fps(frame per second), the maximum quality(100%
), to 1fps, the minimum quality(10% ). For the acceleration
data which is collected more than 100 times per second by
SunSPOT, the quality is also divided into 10 steps from 10
times per second, the maximum quality (100% ), as the max-
imum quality of video data is 10fps, to 1 time per second,
the minimum quality (10% ). As shown in the right graph of
Figure 8, the lower the quality of obtained number of frames
of acceleration becomes, the rougher the graph becomes.

We have evaluated the correlation between input data
quality difference and the correct answer rate of the verbal-
ization application. The input to verbalization application
of evaluation experiments is following three kinds.

e experimentA-1 : Only changing the quality of video
data (acceleration data quality is fixed 100%)

e experimentA-2 : Only changing the quality of acceler-
ation data (video data quality is fixed 100%)

e experimentA-3 : Changing the quality of both video
data and acceleration data together

4.2 Image quality

Next, the 'image quality’ focused on each frame of video
data is described. In the evaluation experiments in this pa-
per, the following four kinds of filtering for each image frame
of video data artificially are executed and the quality is di-
vided into 10 steps, as shown in Figure 9.

e experimentB-1 : filtering process intend for blurry im-
age (smoothing).



Blurredto
isida,
) =

5

Blurred to — Resolution —
vt

1
1l

it
] )

)

|

=

o
(IS
s

b
i
e

Figure 9: Image quality of each frame of video data

e experimentB-2 : filtering process intend for images
blurred into length.

e experimentB-3 : filtering process intend for images
blurred into side.

e experimentB-4 : filtering process intend for images the
resolution deteriorated.

The wider the space (a square) of filter for each frame is,
the lower the quality becomes. The image quality has been
calculated with the following formula.

0=2Lx100

p2

Q:quality of imageACp:range of the filtered spaceAithe length
of one side of the squareAj

S. EVALUATION

5.1 Experimental environment

The experimental environment is shown in Figure 10. In

the sensor space where two network cameras and four SunSPOTs?

exist as shown in the left of Figure 10, five kinds of human
activities are verbalized as shown in the right of Figure 10.
In the evaluation experiments, a correlation between the cor-
rect answer rate of verbalization application and the quality
of input data (video data and acceleration data) has been
evaluated.

In the experiments, both “experimental data” and “real
data” are used. In the case of experimental data, the result
of the evaluation is the average of more than one video data
in which the same specific activities are intentionally per-
formed. On the other hand, real data has been recorded at
the same space for two days, in which people have performed
their own activities naturally.

5.2 Evaluation method

How to calculate the correct answer rate is as follows:
When the quality of both video data and acceleration data
is 100%, the highest quality, verbalization is kept to be out-
putted during the occurrence of human behavior. The cor-
rect answer rate of this condition is regarded as 100%, and
Vioo is defined as the number of output in this case. Possible
wrong verbalizations caused by the quality deterioration of
input data are following three patterns.

e Though verbalization is outputted while human be-
havior is occuring, extra wrong output is also issued in

'SunSPOT is attached to moving objects including chair,
refrigerator, shelf, and door
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Figure 10: Experimental environment and actions
to be verbalized

addition to Vigo. (Vewtra is defined as the number of
output in this case.)

e Wrong verbalization that is different from the human
behavior is outputted. (Verror is defined as the number
of output in this case.)

e Verbalization is not outputted even though human be-
havior is occurring.

The number of verbalization output is V; when the input
data quality is ¢(0 < ¢ <= 100). we have calculated the
correct answer rate C' with the following formula.

_ Vq - ‘/ea:tra - Ver'ro'r
VlOO + Vextra + ‘/error

In addition, the minimum data quality required for the
verbalization application to output correct answer is called
the minimum required quality. This means that verbaliza-
tion is outputted for all performed activities at least once.
This is a low limit quality, which is before the condition that
’Verbalization is not outputted even though human behavior
is occurring’.

x 100 (%)

5.3 Result of evaluation experiment

Figure 11-14 show the correlation between the change of
the quality (the number of obtained frames/data, image
quality) and the correct answer rate, and minimum required
quality. The horizontal axis is the rate of the number of ob-
tained frames/data per second and vertical axis is the correct
answer rate. In the graph of minimum required data qual-
ity, the horizontal axis is the data quality that is changed in
each case and vertical axis is the minimum required quality.

The three graphs (Video data, Acceleration data, Video
data & Acceleration data) shown in Figure 11 and 13 are
the results of experiment A-1 — A-3 described in section
4.1, respectively. They are the correlation between the rate
of the number of obtained frames/data and correct answer
rate. The Four graphs (Blurry, Blurred to length, Blurred to
side, Resolution) shown in Figure 12 and 14 are the results of
experiment B-1 — B-4 described in section 4.2, respectively.
They are the correlation between image quality and correct
answer rate.

The results of experiments with experimental data are
shown in Figure 11 and Figure 12, and the results of ex-
periments with real data are shown in Figure 13 and Figure
14. The difference between experimental data and real data
is described in section 5.1.

The results of both Bayesian Classifier and HMM are
shown in all the Figure 11-14. In the graph of minimum
required quality, when the bar graph is higher, it means
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ber of obtained frames/data per second and the cor-
rect answer rate (experimental data)

that higher quality input data is required for verbalization
application to output correct answer. On the other hand,
when the bar graph is lower, it means that verbalization
application can output correct answer even if lower quality
data is inputted.

5.4 Discussions

5.4.1 The rate of the number of obtained frames/data
and the correct answer rate

As shown in Figure 11 and Figure 13, when the input data
quality becomes lower, the correct answer rate decreases.
This is an appropriate result. As shown in Figure 11, the
deterioration in either only video data or only acceleration
data causes correct answer rate to drop to about 20%, while
the deterioration in both video data and acceleration data
decreases the correct answer rate to nearly 0%. In the case
of real data shown in Figure 13 also, though the numerical
value differs a little, the feature of the graph is almost the
same.

According to this result, the quality deterioration of mul-
tiple input data has a lot of influence on the lifelog analy-
sis application. However, if the quality deterioration occurs
only in a part of input data, the percentage of correct an-
swers can be kept up to 60% even if the input data quality
drops around half.

In terms of comparison between Bayesian Classifier and
HMM in the graph of video data, the line of HMM is drawn
in lower place at all input data qualities and the bar graph
of HMM is higher in the graph of minimum required quality.
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Thus, to conclude, the process of HMM depends on image
frames of video data and is more sensitive to the quality
change of video data than that of acceleration data.

In the graph of acceleration data, judging from the height
of the bar graph, verbalization application can output cor-
rect answer even if the quality of both Bayesian Classifier
and HMM drop to about 20%. In the case of real data,
about 40 — 50 % of correct answer is kept all the time.
This means that while the features of both cases are almost
the same, the acceleration data is less important for the real
data. However we should increase the quantity of evaluation
data and see whether the graph will be changed or not.

On the other hand, in the graph of video data & acceler-
ation data, the deterioration of input data quality decrease
correct answer rate earlier in both Bayesian Classifier and
HMM. If the quality becomes lower in both cases, the case of
Bayesian Classifier becomes lower than that of HMM. This
result is also observed in both cases of using experimental
data and real data.

5.4.2  The image quality and the correct answer rate

The graph of all kinds of image quality that are Blurry
and Blurred to length and Blurred to side and Resolution,
the correct answer rate only decreases to 60 - 80% as shown
in Figure 12, and decreases to about 60% as shown in Figure
14. Therefore, to conclude, the deterioration of the rate of
the number of obtained frames/data have much influence on
the correct answer rate of the verbalization application than
deterioration of image quality. As shown above, since almost
the same feature graph is acquired in both cases of experi-
mental data and real data, the result should have credibility.

5.4.3 Conclusion of discussion

Because the results of experimental data and real data are
almost the same, these results are reliable even though it is
necessary to increase the quantity of evaluation data in the
future.

As the graphs of correlation between quality change of in-
put data and the correct answer rate are shown with quan-
titative measure, we can confirm the input data quality re-
quired for the verbalization application clearly. As shown
in the bar graph of minimum required data quality, it is
not necessary to use the highest 100% quality input data to
output correct answer. In some data like acceleration data,
even the very low quality, about 20%, can output correct
answer.

6. RELATED WORKS

A lot of studies to recognize human activity with anal-
ysis of lifelog data collected by sensor terminals have been
performed and some of them are introduced[5][6]. In the ref-
erence [7][8], a large amount of acceleration data collected
with sensor terminals attached to people was studied and
used to recognize the human activity. As a result, increasing
the volume of collected data would improve the recognition
rate.

In the reference [9][10], activity information sharing sys-
tem with which people can see others’ activity and compare
with himself has been provided by collecting acceleration
and video data of human activities.

The collected lifelog has been intensively used for location-
based systems such as [11], in which a method for predicting
the future location of the human based on the lifelog was
discussed. In [12], a method was discussed to build con-
text modeling for recognition of a human behavior. They
proposed a hierarchical spatio-temporal context modeling.

As shown above, various research works to make use of
lifelog data acquired by the sensor nodes have been per-
formed. However, our study is different from them because
we have focused on the quality of input data and discussed
the correlation between the quality and the results of the
verbalization application in detail.

7. CONCLUSIONS

In this paper, we have proposed ’'data quality evaluation
framework’ as a method to evaluate the influence of the ver-
balization application caused by the deterioration of input
data quality. Data quality evaluation experiments are exe-
cuted with two different kinds of data processing layer on
the verbalization application. As a result, the correlation
between data quality deterioration and the correct answer
rate and the minimum required quality for the verbaliza-
tion application has been shown quantitatively. About the
data processing method, we have compared the results of
Bayesian Classifier and HMM.

As the future work, we are going to accumulate more real
data on a real environment of human life[13] and evaluate
influences of deterioration in the input data quality to the
lifelog analysis application. In addition, we would like to
deal with sound data as input.
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